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Purpose: Micronavigation poses challenges for blind and visually impaired individ-
uals (BVI). We investigated the potential of using ChatGPT4o to provide navigation
directions.

Methods: We created a dataset of real-world micronavigation scenarios consisting of
113 scene images and corresponding human-generated scene descriptions. A total of
407 human-generated wayfinding queries and their expected responses were used for
evaluation (245 answerable and 162 not answerable based on the scenes). “I do not
know” as a response was expected for the negative cases. Sensitivity (SEN) and speci-
ficity (SPE) of navigation directions output by ChatGPT4owas evaluated under different
input conditions.

Results: The default ChatGPT4o, with scene images as inputs, resulted in SEN and SPE
values of 64% and 75.9%, respectively. Instructing via prompts on how to respond to
unanswerable questions did not affect SEN, but increased SPE by 14 %. SEN and SPE
both decreased by about 13% and 7%, respectively, when ChatGPT4o first generated
text description from the input images and then answered the queries based the gener-
ated descriptions. When human-written scene descriptions were provided as input, SEN
and SPE improved by about 17% and 16%, respectively.

Conclusions: Some spatial information needed for micronavigation was diminished
in generative scene descriptions. This problem may be addressed by one-step vision
language models. General-purpose ChatGPT4o with fine-tuned prompts was still
inferior to human in scene understanding. Amultimodal large languagemodel custom-
trained on navigation scenarios might help improve the performance.

Translational Relevance: AI chat-bots may have the potential to provide navigation
assistance to BVI to a certain degree.

Introduction

Blind and visually impaired individuals (BVI) often
face challenges related to orientation and mobility
in their daily-life tasks. Navigation, or wayfinding,
is one of the key components of mobility. Assis-
tive devices and technologies, including mobile apps,
are intended to help the BVI with a wide-variety
of daily-life tasks, including navigation.1 Navigation
can be further classified as macro- or micronaviga-
tion. When one performs a navigation task of getting
from point A to point B in its entirety, macronavi-
gation refers to the high-level aspects of path/route

planning and following-up, generally over larger
distances (say over many miles), and often facilitated
by geo-localization/mapping technologies.2,3 Micron-
avigation, on the other hand, refers to navigatingwithin
a close range (sometimes within a few meters) during
the journey—precisely to a particular location, for
instance, finding store entrances, train station exits,
and so on. Planning and execution of micronavigation
tasks is often ignored or taken for granted in the general
context of navigation by sighted humans. Although
a macronavigation tool can guide BVI individuals to
the vicinity of a building, yet getting into the build-
ing or getting to the elevator entrance, can be challeng-
ingmicronavigation tasks that are also essential aspects
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of the entire trip. However, this is exactly the kind of
the task that is largely unresolved for BVI individuals
whowant to travel independently,4,5 because there is no
general-purpose micronavigation tool or aid and they
frequently have to resort to asking others for help.

Although there are a large number of devices and
smartphone apps for navigation assistance, overwhelm-
ing number of them are for macronavigation.2,3
Mapping and geolocation based apps are not partic-
ularly adequate for micronavigation, not only because
of the inherent errors in geolocalization andmapping,6
but also because of an overall lack of mapping or
insufficient mapping, as it is not feasible to accurately
map all the locations. Places away from streets or
inside buildings are often not mapped. Some vision
aids and assistance apps make use of computer
vision algorithms to perform object detection1 or
provide micronavigation assistance in certain specific
scenarios—such as public transit specific informa-
tion.7,8 Because of the sheer variety of objects one
could encounter in the real world, the development of
custom tools for many kinds of specific objects still
has a long way to go. Moreover, using customized
solutions for different scenarios, for instance, navigat-
ing to bus stops, has limited operational feasibility from
the perspective of BVI users. Apps and services such
as Aira, which provide live, remote personalized assis-
tance to BVI individuals could be helpful in naviga-
tion.9–12 However, cost and feasibility of human assis-
tance means that its utilization tends to be limited. A
24 × 7 virtual assistant could alleviate many of these
micronavigation related challenges for BVI individuals.
Such a virtual assistant for BVI travelers is not out of
the realm of possibility, given the recent advances in
artificial intelligence models for computer vision, large
language models (LLMs), and visual-language models
(VLMs).13,14

VLMs are designed for tasks that require some
combination of computer vision and natural-language
inputs/outputs such as image captioning or visual
question answering, among others.13 VLMs have
been used for navigation, especially for robot naviga-
tion, where the idea is that the robot will take
natural language instructions, extract salient infor-
mation from the text (such as landmarks and their
inter-relationship), and then perform the navigation
tasks based on visual detection of the said landmarks
in previously unseen environments.15–25 Although the
vision-language navigation approaches are focused
understanding image- and language-based cues for
navigation by autonomous agents, our goal in this
study was to evaluate whether general purpose founda-
tional models such as ChatGPT 4o have the ability to
prove direct and precise responses to micronavigation-
related queries of BVI users.

The task of providing navigation information by an
AI agent involved two components: (1) scene under-
standing, where navigation-relevant information needs
to be extracted from input images of the scene; and
(2) generation of specific instructions/directions for the
human users based on natural language interaction.

Abilities of AI models to interact with humans
are now evident, with the advent of AI agents like
ChatGPT in our day-to-day lives. However, scene
understanding functionalities of these AI agents is
relatively new, for example ChatGPT 4o with image
inputs26 or a large language-and-vision assistant.19
Their ability to understand navigation-specific scenar-
ios and provide clear instructions to humans is not fully
evident as yet.

Be My AI function in the Be My Eyes app was
introduced as a service for visually impaired individ-
uals in scene understanding tasks, where a picture of
the scene is interpreted by OpenAI’s model to gener-
ate scene description. Other similar efforts such as
Aira’s initiative to build AI datasets to assist BVI
users are also ongoing. Because these are relatively new
services, rigorous studies and scientific reports about
their effectiveness are scarce. Also, because these are
designed to be a general purpose scene understand-
ing agents/services, their effectiveness in navigation-
specific scenarios is unknown.

In our evaluation study, we created a dataset of
navigation scenarios by capturing a variety of real-
world scene images. Scene description for naviga-
tion purposes, based on the captured pictures, was
written by humans. Multiple positive (answerable)
and negative (non-answerable) query-response pairs
specific to each scenario (human-generated) were
created. From there on, we tried various combina-
tions of different input data formats and prompt-
based training approaches to ChatGPT 4o with the
goal of eliciting actionable responses from the agent.
We compared the accuracy of the navigation direc-
tions to our queries provided by the AI-agents with the
human generated responses. Our goal in this study was
to understand feasibility and limitations of using AI
agents like ChatGPT 4o in micronavigation scenarios.
It did not involve BVI users, but this early-stage study
can guide future developments in this field, including
whether and how human subject studies may need to
be conducted.

Methods

Dataset Generation

The dataset consisted of 113 images of real-
world locations, both indoor and outdoor, represent-
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Street Description

1. It is on your right hand side.
2. I do not know.

Queries
1. Where is Metro Credit Union?
2. Where is the nearest 

Starbucks?

Excepted Answers

"you are standing on a 
pedestrian street made out of 
red and black bricks. the street 
curves to the right slightly. On 
your right hand side, there is a 
large brick building, with glass 
windows at street level ... "

Supermarket Description

1. Turn left into aisle 05.
2. I do not know.

Queries

1. Where can I find beans?
2. Where can I find peanut?

Excepted Answers

"This image shows the interior of 
a supermarket aisle, specifically 
aisle 05 to aisle 10. A sign hangs 
from the ceiling, indicating that 
aisle 05 contains Dry beans, and 
Canned fruit ... "

Figure 1. The dataset of navigation scenarios consisted of 113 indoor and outdoor images alongwith their human-generated text descrip-
tionof the scene, navigation-relatedqueries basedon the scene (positive andnegative), and theexpectedanswers to thequeries. Thehuman
scene descriptions were written without knowing what the destination would be. Queries were composed based on images alone without
seeing the description.

Table 1. Details About Types of Navigation Scenarios
and Task Objectives

Type Categories Count

Scenarios (Total 113) Street 45
Indoor 42

Transit stations 13
Plaza 13

Destination/Target/ Specific Object 68
Task Objective Direction/orientation 119
(Total 407) Entrance 220

ing typical navigation scenarios, along with human
generated textual descriptions of the scene depicted in
these images (Fig. 1). Scenarios were broadly catego-
rized into 4 categories: outdoor, indoor (mall, office,
supermarket, etc.), transit stations (bus and subway),
and plaza. Destinations were broadly categorized into
three types: specific objects (door, chair, trash bin, etc.),
directions to places that were typically indicated by
signage and entrances to stores and buildings. Table 1
shows the details about scenarios and destination
counts. The complexity of navigation tasks ranged
from simple identification of landmarks to more
complex scenarios involving turns. Obstacle avoidance
was not specifically evaluated because we assume it can
be addressed by the users’ typical habitual mobility aids
(such as long cane). One of the underlying assump-
tions was that the potential BVI users are indepen-
dently mobile.

The images were captured during daytime with
mobile phones by normally sighted individuals from
the perspective of a potential user who would like to
query navigation-related information. Short descrip-
tions of the captured picture, typically a few lines, were

written by members of the study team. The descrip-
tion included the general characteristics of the scene
as well as specific inter-relationships of the various
objects present in the scene. Emphasis was provided
to make the description informative and relevant to
navigation-related queries that may potentially arise.
However, the description was agnostic to navigation
destination(s) involved in the scenarios. Additionally,
multiple navigation-related queries were written by the
study team for each scene image (based on the scene
image alone without the knowledge of its correspond-
ing text description), some were answerable while some
were not answerable based on the information in the
captured scene. Answerable queries were those related
to the information present in the scene image and the
corresponding text description. Thus, a person looking
at the picture of the scene and/or text description of
the scene could reasonably and accurately answer the
query and provide specific navigation related guidance.
On the other hand, unanswerable queries were those
for which informationwas not present and the expected
answer was “I do not know.” Ground truth responses
(expected responses written by humans) to all the
queries were evaluated by the study staff for clarity and
correctness.Moreover, responses were crafted such that
they did not rely entirely on visual elements in the scene.
From 113 images and their associated text descriptions,
407 total queries and their template responses were
created.

Micronavigation Prompts

Using OpenAI’s API (application programming
interface), we created a navigation chat bot based on
ChatGPT 4o model. A Python code was created to
automatically submit queries and receive responses.We
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Table 2. Prompts Provided to the ChatGPT 4oMicroN-
avigation Assistants

Prompt
Label Prompt

Prompt 1 N/A
Prompt 2 You are a navigator that should give

correct directions to help a person go
to where they need to go

Prompt 3 You are a navigator specifically made to
help people with vision disabilities or
blind people. Your task is to suggest
walking directions to when
responding to a navigation question
in the user message. Before you
answer, please think step by step.
Your answer should be correct. If the
information provided is not enough
to form a full set of directions to the
destination, do not output any
directions

experimented with many prompts and finally chose
3 different versions of prompts (Table 2) to instruct
the chat bot to work as micronavigation assistant. In
choosing the prompts, we utilized a universal prompt
generation framework suggested by OpenAI,27 which
includes the following: (1) clearly defining the objec-
tive, (2) providing background information, and (3)
using specific instructions. We intended to follow a
natural progression in our prompt selection, ranging
from no prompt (as indicated by Prompt 1 in Table 2)
to progressively clearer and more refined prompts
(Prompts 2 and 3 in Table 2). We implemented strate-
gies 1 and 2 in Prompt 2, whereas we incorporated
all three strategies in Prompt 3. These prompts can be
provided via the “instructions” variable in the python
code or via the “Instructions” text box in the OpenAI
assistant UI (see Appendix I). Two members of our
team separately tried seven different prompts on a
subset of the dataset, and the best prompt based
on SEN and the best prompt based on SPE were
selected for evaluation of the AI agents. A third prompt
(default) was chosen to evaluate the effect of supplying
a prompt.

Each of the three prompt instruction sets were
used under three different input formats for generat-
ing navigation responses: (i) scene image only—where
ChatGPT 4o generated navigation directions to the
queries directly based on the scene images as input;
(ii) human generated text descriptions of the scene
images—where instead of the scene images, human

generated text descriptions of the scenes were provided
to ChatGPT to obtain navigation directions to the
queries; and (iii) a two-step procedure where scene
descriptions in text were first generated by ChatGPT
4o based on the input images, and the responses to
the queries were obtained based on the generated text
descriptions. Thus there were nine different combina-
tions of input formats and prompt instructions, such
that each could be considered as a different version of
virtual navigation assistants.

The scene descriptions generated by ChatGPT 4o
were very detailed as no specific query is provided.
Further inference will be needed when answering
specific wayfinding questions. Taking the Street picture
in Figure 1 as an example, the description from
ChatGPT was as follows:

This image shows a vibrant urban scene in what appears
to be a commercial or historical district. Here’s a detailed
description for wayfinding purposes. General Scene
Description: The image shows a red-brick pedestrian
walkway, flanked by buildings and decorative planters.
The setting appears to be an open plaza or pedestrian area
in a city, with clear skies and bright sunlight. To the right
is a multi-story red-brick building housing businesses,
including a clearly visible Metro Credit Union branch
with signage. Walkway: The ground is paved with red
bricks, creating a uniform, visually appealing path. White
markings (possibly water or paint) are present on parts
of the brick, but they don’t obstruct movement. Planters:
Large rectangular brick planters are positioned along the
walkway. Each planter has vibrant greenery and flowers,
including leafy plants and colorful blossoms, adding a
welcoming touch to the area. Buildings: On the right
side: A red-brick building has large windows, arched
frames, and decorative trim. A Metro Credit Union
branch is visible with signage and a 24-hour ATM. In the
background: A tall, modern skyscraper contrasts with
the historical feel of the red-brick building. A smaller
historical-looking building with a triangular pediment
can be seen at the end of the walkway. Landmarks:
The Metro Credit Union branch is a notable point for
orientation. The tall modern skyscraper provides a recog-
nizable skyline landmark. The smaller historic building
in the distance may serve as a destination or point of
interest. People: Pedestrians are walking along the path,
suggesting it’s a public space with regular foot traffic.
Wayfinding Details: If you’re navigating this space: Use
theMetroCreditUnion building as a reference point. The
credit union entrance is accessible from the walkway. The
planters and brick pathway guide you forward toward
the smaller historic building in the background. The
open area and prominent buildings make it easy to orient
yourself based on visual landmarks. Environmental
Details: The sunny weather and clear skies indicate good
visibility for navigation. The clean, well-maintained
urban space suggests it’s designed for pedestrian
comfort and accessibility. This location seems ideal for
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Query 1

Specificity
Query 2

Sensitivity

Description
"You are standing on a pedestrian street made out of red and
black bricks.... On your right hand side, there is a large brick
building, with glass windows at street level. The building has
Gold letters that read Metro Credit Union. ... "

2-1. I do not know. (True Negative)
2-2. It is in front of you. (False Positive)Answers

Where is the nearest Starbucks?

Where is Metro Credit Union?
1-1. It is on your right hand side. (True Positive)
1-2. I do not know. (False Negative)Answers

Figure 2. Illustration of true-positives, true-negatives, false-positives, and false-negatives in responses. Description shown in the figure
was written by humans.

strolling, with an inviting mix of historical and modern
architecture.

The comparison between input formats of image
only and AI-generated description can help deter-
mine optimum implementation method for future AI
agents for BVI assistance. Technically, the AI agent
could be implemented to generate directions directly
based on interpretation of scene images, or first
generate image caption and then generate directions
based on the scene caption. The two implementation
approaches may lead to different performances. The
human-generated text input condition is included as a
control condition to further evaluate the scene under-
standing capabilities of the AI agent, as compared with
humans. This input format is not intended for practical
use.

Responses from the various versions of the virtual
assistants to each query was collected and evaluated for
their accuracy in providing navigation guidance. The
memory of the assistants’ being evaluated was cleared
between successive image inputs to avoidmemorization
of previous unrelated queries. The queries were submit-
ted during July 2024.

Performance Evaluation

The ability of the virtual assistants to provide
navigation assistance was evaluated based on their
sensitivity (SEN) and specificity (SPE) in answering
navigation queries. SEN was computed as the propor-
tion of true positive to actual positive cases (answer-
able queries). SPE was the proportion of true negative
to actual negative (unanswerable queries). Figure 2

shows examples of true-positive, true-negative, false-
positive, and false-negative responses. In the case
of answerable queries, true-positive responses were
those that could be considered as consistent with
the corresponding human-generated responses. Those
inconsistent with human-generated responses (incor-
rect or made-up responses) were considered as false-
negatives. In the case of unanswerable queries (when
the requested information was not present in the
scene image or associated textual description), the
response “I do not know” or something to that
effect was considered as true-negative, whereas any
other responses (made-up) were considered as false
-positives.

To judge the similarity of the responses from the
navigation assistants and the human generated refer-
ence response (ground truth), we created a separate
GPT-4o agent instructed to work as a grading assis-
tant for comparing the two responses and providing
a “yes” (similar answers or a match) or “no” (differ-
ent answers) verdict. To validate the auto grading,
both the AI grader and human graders adhered to
the same evaluation criteria, which focused on whether
the core information (i.e., navigation directions) in
ChatGPT’s responses aligned with the ground truth,
instead of matching words or phrases directly. The
128 queries chosen for comparison of auto grading
with manual grading came from 34 randomly chosen
images from the dataset. A binary system was used for
scoring the agreement between response and ground
truth. Instructions emphasized matching based on
overall consistency rather than matching exact words
or phrases. Among the prompts we evaluated, the
best prompt was “You will receive two sets of direc-
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tions for a location, each in parenthesis and brack-
ets. Your job is to determine whether they are roughly
consistent by saying ‘Yes’ or ‘No.’ The directions
don’t have to match word for word; the focus is on
whether they lead to the same general direction or
not.”

The grading assistant itself was evaluated by deter-
mining the degree of agreement between its judgment
(whether ground truth and ChatGPT 4o responses are
similar) and human judgment in a subset of queries
(n = 128). Cohen’s Kappa coefficient was computed
to determine the inter-rater reliability (between auto-
grading and human grading), with the expectation that
there would a high-level of consistency between the
judgment of the virtual grading assistant and human
grader, thereby indicating the validity of using the AI
agent itself to determine the agreement between human
generated and machine generated responses navigation
queries. We further evaluated the effect of response
length from ChatGPT 4o navigation assistants on the
odds of agreement between the grading assistant and
the human grader via amixed-effects logistic regression
model.

Results

Automated Grading of Responses

Of the 128 queries used for evaluating the agreement
between the GPT-4o grading assistant and human
grading, 22 were negative queries (17.2%) whereas
the rest were positive queries. Although the GPT
grading and human grading was not exactly the same
(See examples in Table 3), there was a strong agree-
ment between the grading assistant and the human
grader on 114 responses (89%) – 91% agreement for
negative queries and 88% on positive queries. Disagree-
ments were almost evenly distributed across scenar-
ios (3.9% for Streets, 2.3% for Indoor, Transit station
and Plaza), and mostly occurred for Entrance destina-
tions (5.5%), which was more than Direction (3.9%)
and Specific objects (1.6%). The inter-rater reliability
between grading assistant and the human grader was
high (Cohen’s κ = 0.72, z= 8.21,P< 0.001).We invited
another human grader (no. 2 or secondary grader) to
judge the ground truth responses to determine the level

Table 3. Examples of Disagreements Between the GPT-4o Grading Assistant and the Human Grader. GPT
Response Was Based on Image-Only Input Condition.

Query: Where is Vino di Vino? 

 

Human Response: Walk ahead and watch out for the moving cars. 
GPT response: Vino di Vino is located directly under the overhang of the 
modern building with large glass windows. You can identify it by its sign 
which is visible and has the text “Vino di Vino” along with “wine - beer – 
spirits” on it. The entrance to the store should be just beneath or adjacent 
to this sign.
GPT grader: GPT response is correct. 
Human grader: GPT response is wrong, because it only described the 
location of the destination without providing directional guidance. 

Query: Where is Dr. Lee's office? 

 

Human Response: I don't know. There are two offices on your right. You 
can go to check if one of them is Dr. Lee's office. 
GPT response: There is no visible signage or information indicating the 
location of Dr. Lee's office. Typically, in a building like this, you would look 
for a directory or ask at a reception desk for specific office locations. If 
there's a floor plan or directory nearby, it would likely provide the 
necessary details to find Dr. Lee's office. Since I can't provide directions 
without additional information, I would suggest looking around for a 
building directory, following any additional signage, or asking a staff 
member for assistance. 
GPT grader: GPT response is wrong.  
Human grader: GPT response is correct, because it explicitly stated that 
there was no visual information about the destination.
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64% 64% 64%

76%

85% 90%

50%
54%

49%

61%

79%

90%

80%
84%

79%

99% 99% 99%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Prompt 1 Prompt 2 Prompt 3 Prompt 1 Prompt 2 Prompt 3

Image Text description generated by GPT4o Text description generated by human

Sensitivity Specificity 

Figure3. The SENandSPEunder different input configurations. Thewhite,gray, anddarkbars represent the input as image, text description
generated by GPT-4o and text description generated by human, respectively. The left side group of bars is for SEN and the right side for SPE.

of agreement between the two human graders. The 2
human graders agreed on 107 responses (83%) with
high inter-rater reliability (Cohen’s κ = 0.7, z = 8.21,
P < 0.001). Because the inter-rater reliability between
automated grading assistant and the human grader
was similar to that between the two human graders,
auto grading using GPT-4o was considered as a valid
grading assistant for judging whether the responses
provided by navigation assistants were consistent with
the human generated ground truth responses. There
was no significant effect (P = 0.48) of ChatGPT 4o
response length (number of words) on the odds of
agreement with the ground truth response.

Accuracy of Responses to Navigation Queries

The responses of ChatGPT virtual assistants were
verbose (Median [25th–75th percentile]: 34 [20–53]
words) compared to the ground truth (9 [7–14]
words; P < 0.001). For example, with Prompt 3, the
micronavigation assistant gave the following responses
to the two queries for the Street image shown in
Figure 1.

Query 1: Where is Metro Credit Union? Response:
“The Metro Credit Union is located on the right side
of the image. It is in the brick building with the
‘Metro Credit Union’ sign clearly visible above the
entrance.”

Query 2: Where is the nearest Starbucks?
Response: “The photo provided does not give
any visible information about the location of a
Starbucks. Therefore I cannot provide directions
or confirm its proximity based on the current
image.”

The SPE and SEN with the three navigation
prompts in three different conditions are shown
in Figure 3. Worst SEN and SPE were obtained
when GPT-4o was fed machine generated scene text
description as input with Prompt 1 (without any
additional instructions). With prompt 3 (the most
detailed prompt), the SEN for GPT-4o generated text
description did not improve, but SPE increased by
around 30% points. SEN and SPE both improved
about 13% and 7% points on average respectively,
when GPT-4o answered queries directly based on the
input images without the intermediate step of generat-
ing text description from input images. Furthermore,
SEN and SPE both improved substantially, by about
17% and 16% points on average respectively, when
human-generated text descriptions of the scenes were
provided as input compared to image-only input.When
the input was human generated scene text descrip-
tion, providing further prompt instructions to the
assistants did not substantially change the SEN and
SPE values. There was only a slight difference in
SEN and SPE between indoor and outdoor scenarios
(Table 4).
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Table 4. Sensitivity and Specificity for Indoor and
Outdoor Scenarios

Inputs SEN SPE

Image-only
Outdoor 64% 87%
Indoor 64% 80%

Text description generated by ChatGPT 4o
Outdoor 48% 78%
Indoor 54% 75%

Text description generated by human
Outdoor 75% 100%
Indoor 88% 98%

Discussion

In this study, we investigated the ChatGPT 4o’s
ability to understand visual scenes and deliver natural
language navigation instructions. Although the
ultimate goal is to help BVI in real-world naviga-
tion, this study was focused on evaluating the current
capabilities of AI agent to generate accurate responses
to real-world navigation scenes. We compared the
efficacy of the various combinations of inputs
and tasks prompts to ChatGPT 4o in answering
navigation-related queries, using a dataset of real-
world navigation-related scenarios. In general, the
navigation assistants provided the most accurate and
specific responses when provided with human written
description of the scenes instead of the scene image
input directly, or the machine generated scene descrip-
tion. This indicates that the scene understanding
capability of GPT-4o is somewhat limited, especially
in the context of micronavigation. However, even
with human generated text description of the scenes
as input, the SEN on average was around 83%. The
overall results indicate that the current general-purpose
AI agents like ChatGPT 4o still have room for improve-
ment and may not be optimally effective to work as
micronavigation assistants to BVI individuals. Provid-
ing prompt-based instructions to the assistants mostly
improved specificity of the responses. This indicates
that even simple prompt-based instructions, can help in
answering negative queries by reducing hallucination.

Despite not involving any BVI human subjects, this
study is significant because it is the first time to inves-
tigate what could be expected from a general-purpose
off-the-shelf AI agent in understanding navigation
scenarios and providing useful response to naviga-
tion queries. LLM-based AI agents have already been
released to public for assisting BVI (for example,
BeMyAI function in BeMyEyes app). However, there

has not been much published evidence regarding AI
agents’utility for BVI users for navigation. The findings
from this study can inform future study designs involv-
ing BVI users of AI technology for micronavigation.
Navigation queries in our study did not require precise
distance information, which we did not expect LLM to
provide based on static images. The distance informa-
tion, even if needed by the BVI for navigation, can be
provided by complementary technologies, in combina-
tion with large language models to assist BVI.

For positive queries, the errors were mostly related
to providing meaningful directions. First, the naviga-
tion assistants sometimes could not interpret images
when the queried destination was related to directional
signage. As the example in Figure 4A shows, ChatGPT
instructed the user to go straight despite a left point-
ing arrow indicating the exit is to the left. Directional
signage typically appears small in size in the scene
images, which could further complicate the issue as the
virtual assistants were unable to recognize small targets.
Second, even though ChatGPT 4o could recognize the
destination or target in the image, it sometimes gave
vague answers without including necessary directions
about how to get to the destination (Fig. 4B). Further-
more, GPT-4o might interpret the scene layout incor-
rectly in the text description, thus resulting in wrong
directions (Fig. 4C). Less-than-perfect SPE is mainly
caused by the hallucination of GPT. Providing prompts
to the assistant helps to alleviate this issue to some
extent.

Although the SEN is better with human written
descriptions as input compared to image, it is still not
close to 100%. Some of the errors seemed to be due to a
combination of inference errors (incorrect scene under-
standing) and consequent hallucination of ChatGPT
4o. For example, when the scenario description “This
is an arcade area. At the end of a straight passage-
way is a glass door entrance. There are glass windows
on the left side of the passageway and at the end of
the passageway. On the right side, there is a bike rack,
a black trash bin, and a building column. A bike is
positioned in themiddle of the passageway. Beyond the
right side of the passageway, there are three pedestri-
ans: one at a medium distance and two further away.
On the building, there is a sign that reads “Wholefoods-
market”’ was input into ChatGPT, and the query was:
“Where is Wholefoods?” The response from ChatGPT
was: “Wholefoods is located on the building that is to
the right side of the passageway in the arcade area.”
This response suggests that ChatGPT did not under-
stand the environment correctly and failed to infer
that the building is not the right side. Hallucination
phenomenon was also seen with text as input because
ChatGPT considered the queried destination as related
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A. Fail to recognize left pointing arrow

ChatGPT Answer

Make a left turn here.
Query Where is the exit?

Excepted Answer

The exit is in the direction
indicated by the overhead
sign. The overhead sign
reads "Park & Exit" with an
arrow pointing straight
ahead. This means you
should proceed forward to
find the exit.

B. Fail to give specific directions

ChatGPT Answer

CVS Pharmacy is right
ahead of you.

Query Where is CVS Pharmacy?

Excepted Answer

The CVS Pharmacy is
located at 50 Stanford Plaza,
as indicated by the address
on the sign above the
entrance in the photo.

C. Fail to generate correct description

ChatGPT Answer

Tables and chairs are ahead
of you and to your right.

Query Where to sit down?

Excepted Answer

To sit down, head to your left
where you will find the
seating area with tables and
chairs.

LLM Generated Description
"... On the left side of the
image, opposite the food
stalls, are tables and chairs.
People are seated, having
meals or engaged in
activities. ..."

Left pointing arrow

Figure 4. Examples of ChatGPT failed to give the correct directions.

to something mentioned in text descriptions, although
there was no relationship between them. The scene
descriptionwritten by human did not include any infor-
mation about where the building was, but the AI agent
inferred that the building is to the right side of the
passageway, probably because the scene description
contained the statement: “beyond the right side of the
passageway, there are three pedestrians.” In the actual
scene image, Wholefoods is not on the right side of
passageway.

The reason why SPE was lower in AI-generated
description condition than human-generated descrip-
tion condition is often due to hallucination, a common
problem with LLM. AI-generated descriptions are
much longer than human written descriptions. Long
context might increase the chance of hallucination due
to loss of focus in LLM.28 Supplying good prompt
helped improve the SPE of AI-generated description,
as shown in our results (Fig. 3B).

The images included in this study were captured
by sighted individuals and the quality could be differ-
ent from pictures captured by people with vision
impairments. It is likely that worse quality of input
images would lead to further deterioration of AI
model’s performance. However, there are ways to
mitigate the issue of poor image quality by employ-
ing one or a combination of different strategies includ-
ing (1) a built-in quality check in the front end
app that verifies basic image quality before inputting
it to AI and suggests to the user to retake the
picture, (2) training the users to appropriately use
the app (via vision rehabilitation services/mobility
specialists), (3) providing some indication to the users
about device camera orientation based on the built-
in motion sensor signal. For instance, the Camera
app in iPhones provides aiming indications verbally
when the voice over accessibility feature is turned on.
However, such a human factor is out scope of this
study.

Despite limitations of the current version of
ChatGPT in providing navigation directions, BVI
individuals could potentially benefit from advances in
AI and multi-modal LLMs. A recent survey reported
that ChatGPT has been rapidly adopted by BVI users
in their daily life tasks, and the majority of those who
were aware of it but not frequent users were interested
in learning more about ChatGPT.29 In the context of
navigation, BVI travelers value the ability to impro-
vise in unexpected situations. To date, this kind of task
was only possible in the realm of human agents. But if
AI virtual assistants could be proven to be adequate,
then accessibility and quality of life of BVI could be
improved. BVI users may require different levels of
information for the same situation due to differences
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in vision status or based on personal preferences. In
actual implementation, this can be done by setting
specific prompts, for instance, “Limit response within
20words,”or letting the user ask follow-up questions to
get more information from the scene as needed. Tailor-
ing the response to suit user’s preferences is future
work.

Other datasets for navigation-related tasks exit,
such as Talk2Nav30 and R2R.31 Talk2Nav is based on
street view imagery (primarily for autonomous driving
application) whereas R2R is for indoor navigation
(e.g. living room to bedroom). Our dataset includes
both indoor (such as shopping mall and underground
subway station) and outdoor (most of them not on the
street) images. When creating the dataset this study, an
attempt was made to make it broadly representative of
the daily-life navigation scenarios. It can be potentially
used for comparing findings of future studies, either
involving newer version of ChatGPT or other advances
in foundational models in AI. R2R is somewhat related
to our dataset and models trained using R2R dataset
could potentially be further tuned for micronaviga-
tion assistance using our dataset. More scenarios can
be added to the datasets to increase its diversity for
future evaluations. Input from orientation and mobil-
ity specialists can be used to tune and improve the
ground truth responses. The fast-evolving nature of AI
models further highlights the time-sensitive nature of
our research. The performance results may vary if a
new testing dataset with significantly different charac-
teristics is used, for instance, a dataset only focusing on
public transportation.

According to our findings, the native ChatGPT
4o is still unable to provide correct micronaviga-
tion guidance in some cases, probably because its
scene understanding is not optimized for navigation
purposes. Given the currently limited capabilities of
the AI agents, potential users could potentially use
some strategies to boost performance for micronaviga-
tion. Based on our experimental results, using Prompt
3 from Table 2 leads slightly better outcomes. Further
prompt engineering may be needed to extract more
meaningful information while reducing verbosity. It
is also likely that multiple pictures may need to be
taken to complete the task step-wise, depending the
complexity of the scene. How to interact with a virtual
agent is still an active area of investigation in our
opinion and more work needs to be done, especially
via field-testing. The performance could be further
improved by training custom VLMs for navigation-
specific scenarios involving BVI travelers. Future
work involves evaluating the utility of navigation
directions provided by navigation assistants by BVI
users.
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Appendix I

Figure A1. Ways of providing prompts to ChatGPT bots: via “instructions”parameter in code (top) or by “Instructions” text box in UI.
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